
Large-scale Simulations of 3D Groundwater Flow 

using Parallel Geometric Multigrid Method 

2012 12 HPC

HPC Kengo Nakajima, Large-scale Simulations of 3D 

Groundwater Flow using Parallel Geometric Multigrid Method 2013 6 Barcelona

ICCS 2013 International Conference on Computational Science IHPCES 

2013 (Third International Workshop on Advances in High-Performance Computational Earth Sciences: 

Applications and Frameworks Procedia Computer Science Vol.18 Elsevier

Elsevier

Reprinted from Procedia Computer Science, 18, Kengo Nakajima, Large-scale Simulations of 3D 

Groundwater Flow using Parallel Geometric Multigrid Method, 1265-1274, Copyright (2013) 

OpenMP/MPI multigrid

parallel 

geometric multigrid

Ellpack-ITpack ELL

pGW3D-FVM

Fujitsu PRIMEHPC FX10 Oakleaf-FX 4,096 65,536

ELL Coarse Grid Aggregation CGA

CRS Weak Scaling 13% 35% Strong Scaling

40% 70%

1 http://www.iccs-meeting.org/iccs2013/

スーパーコンピューティングニュース� Vol.�15,�No.�5　2013- 22 -



 Procedia Computer Science   18  ( 2013 )  1265 – 1274 

1877-0509 © 2013 The Authors. Published by Elsevier B.V.
Selection and peer review under responsibility of the organizers of the 2013 International Conference on Computational Science
doi: 10.1016/j.procs.2013.05.293 

2013 International Conference on Computational Science 

Large-scale Simulations of 3D Groundwater Flow using Parallel 
Geometric Multigrid Method 

Kengo Nakajimaa,* 
aInformation Technology Center, University of Tokyo, 2-11-16 Yayoi, Bunkyo-ku, Tokyo 113-8658, Japan 

Abstract 

The multigrid method used with OpenMP/MPI hybrid parallel programming models is expected to play an important role in 
large-scale scientific computing on post-peta/exa-scale supercomputer systems. In the present work, the effect of sparse 
matrix storage formats on the performance of parallel geometric multigrid solvers was evaluated, and a new data structure 
for the Ellpack-Itpack (ELL) format is proposed. The proposed method is implemented for pGW3D-FVM, a parallel code 
for 3D groundwater flow simulations using the multigrid method, and the robustness and performance of the code was 
evaluated on up to 4,096 nodes (65,536 cores) of the Fujistu FX10 supercomputer system at the University of Tokyo. The 
parallel multigrid solver using the ELL format with coarse grid aggregation provided excellent performance improvement 
in both weak scaling (13%–35%) and strong scaling (40%–70%) compared to the original code using the CRS format. 
 
© 2013 The Authors. Published by Elsevier B.V.  
Selection and/or peer-review under responsibility of the organizers of the 2013 International Conference on Computational 
Science 
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1. Introduction 

To achieve minimal parallelization overheads on multi-core clusters, a multi-level hybrid parallel 
programming model is often employed. With this model, coarse-grained parallelism is achieved through 
domain decomposition by message passing among nodes, and fine-grained parallelism is obtained via loop-
level parallelism inside each node by using compiler-based thread parallelization techniques such as OpenMP. 
In previous works [1,2], OpenMP/MPI hybrid parallel programming models were implemented in pGW3D-
FVM, a 3D finite-volume simulation code for groundwater flow problems through heterogeneous porous media, 
by using parallel iterative solvers with multigrid preconditioning. The performance and the robustness of the 
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Fig. 1. Fujitsu’s SPARC64TM 
IXfx Processor [4]. 

developed code were evaluated on the T2K Open Supercomputer (T2K/Tokyo) and the Fujitsu FX10 System 
(Oakleaf-FX) at the University of Tokyo [3] by using up to 4,096 nodes (65,536 cores) for both weak and 
strong scaling computations. A new strategy for solving equations at the coarsest level (coarse grid solver) is 
proposed and evaluated in this paper. The coarse grid aggregation (CGA) proposed in [2] improves the 
performance and the robustness of multigrid procedures with large numbers of MPI processes. Generally, 
OpenMP/MPI hybrid parallel programming models with a larger number of threads per MPI process provide 
excellent performance for both weak and strong scaling computations with a large number of computing nodes. 
The concepts of OpenMP/MPI hybrid parallel programming models can be easily extended and applied to 
supercomputers with heterogeneous computing nodes with accelerators/co-processors, such as GPUs and/or 
many-core processors (Intel Many Integrated Core Architecture). A multigrid is a scalable method for solving 
linear equations and preconditioning Krylov iterative linear solvers, and is especially suitable for large-scale 
problems. The multigrid method is expected to be one of the powerful tools on post-peta/exa-scale systems.  

In the present work, the effect of sparse matrix storage formats was evaluated. In previous work [1,2], the 
compressed row storage (CRS) format was used. In this previous work, the Ellpack-Itpack (ELL) format was 
also evaluated. Although ELL provides much better performance than does CRS, it is not suitable for ILU/IC-
type preconditioning with reordering on massively parallel computers. A new data structure for the ELL format 
is proposed here and evaluated on up to 4,096 nodes (65,536 cores) of the Fujitsu FX10 [3]. Generally, the 
performance of solvers with ELL is much better than those with CRS, especially if the number of threads for 
each MPI process is smaller. The rest of this paper is organized as follows. In Section 2, an overview of the 
target hardware and application is provided. In Section 3, we give a summary of the new data structure for the 
ELL format. Finally, Section 4 provides the results of computations, and related work and final remarks are 
offered in Sections 5 and 6. 

2. Hardware Environment and Target Application 

2.1. Hardware Environment 

The Fujitsu FX10 system at the University of Tokyo (Oakleaf-FX) [3] is 
Fujitsu’s PRIMEHPC FX10 massively parallel supercomputer with a peak 
performance of 1.13 PFLOPS. Fujitsu FX10 consists of 4,800 computing nodes 
of SPARC64™ IXfx processors with sixteen cores (1.848 GHz) (Fig. 1) [4]. The 
SPARC64™ IXfx incorporates many features for high-performance computing 
(HPC), which includes the SPARC64™ V9 specification with arithmetic 
computational extensions (HPC-ACE) and a hardware barrier for high-speed 
synchronization of on-chip cores [4]. The entire system consists of 76,800 cores 
and 154 TB memory. Each core has a 64 KB L1 instruction/data cache. A 12 
MB L2 cache is shared by sixteen cores on each node. On the SPARC64™ IXfx, 
each of the sixteen cores accesses memory in a uniform manner. Nodes are 
connected via a 6-dimensional mesh/torus interconnect, called Tofu. In the 
present work, up to 4,096 nodes of the system were evaluated. Although users 
can specify the topology of the network on Fujitsu FX10, this capability was not used in the current study.  

2.2. pGW3D-FVM 

pGW3D-FVM, a parallel simulation code based on the finite-volume method (FVM), solves groundwater 
flow problems through saturated heterogeneous porous media (Fig. 2). The problem is described by the 
following Poisson equation and boundary condition (1):  
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,      (1) 

 
where denotes the potential of the water head, (x,y,z) describes the water conductivity, and q is the value of 
the volumetric flux of each finite-volume mesh and is set to a uniform value (=1.0) in this work. A 
heterogeneous distribution of water conductivity in each mesh is calculated by a sequential Gauss algorithm, 
which is widely used in the area of geostatistics [5]. The minimum and maximum values of water conductivity 
are 10-5 and 105, respectively, with an average value of 1.0. This configuration provides ill-conditioned 
coefficient matrices whose condition number is approximately 1010. Each mesh is a cube, and distribution of 
the meshes is structured as finite-difference-type voxels. In this work, an entire model consists of clusters of 
small models with 1283 meshes. In each small model, the distribution pattern is the same. Therefore, the same 
pattern of heterogeneity appears periodically. pGW3D-FVM is parallelized by domain decomposition using 
MPI for the communications between partitioned domains [1,2]. 
 

(a)                                                                        (b)  
 
 
 
 
 
 
  

      

Fig. 2. Example of groundwater flow through heterogeneous porous media. (a) Distribution of water conductivity; (b) Streamlines. 

2.3. Iterative Method with Multigrid Preconditioning 

The conjugate gradient (CG) solver with multigrid preconditioner (MGCG) [1,2] was applied for solving 
Poisson’s equations with symmetric positive definite (SPD) coefficient matrices derived by the pGW3D-FVM 
code. Iterations were repeated until the norm |r|/|b| was less than 10-12. The multigrid method is an example of a 
scalable linear solver and is widely used for large-scale scientific applications. Relaxation methods such as the 
Gauss-Seidel method can efficiently damp high-frequency error, but low-frequency error remains. The 
multigrid idea is to recognize that this low-frequency error can be accurately and efficiently solved on a coarser 
grid [6]. A very simple geometric multigrid with a V-cycle algorithm is applied, where 8 children form 1 parent 
mesh in an isotropic manner for structured finite-difference-type voxels. The level of the finest grid is set to 1 
and is numbered from the finest to the coarsest grid, at which the number of meshes is 1 at each domain (MPI 
process). Multigrid operations at each level are done in a parallel manner, but the operations at the coarsest 
level are executed on a single core by gathering the information of entire processes. The total number of 
meshes at the coarsest level is equal to the number of domains (MPI processes). In the multigrid procedure, 
equations at each level are relaxed by smoothing operators, such as Gauss-Seidel iterative solvers. Many types 
of smoothing operators have been proposed and used [6]. Among those, Incomplete LU/Cholesky factorization 
without fill-ins (ILU(0)/IC(0)) are widely used. These smoothing operators demonstrate excellent robustness 
for ill-conditioned problems [1,2]. In this study, IC(0) is adopted as a smoothing operator. The IC(0) process 
includes global operations and it is difficult to be parallelized. The block-Jacobi-type localized procedure is an 
option for distributed parallel operations, but this approach tends to be unstable for ill-conditioned problems. 
To stabilize the localized IC(0) smoothing, the additive Schwarz domain decomposition (ASDD) method for 
overlapped regions [7] is introduced. 

max0,,, zzatqzyx
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2.4. Procedures for Reordering 

The pGW3D-FVM code is parallelized by domain decomposition using MPI for communications between 
partitioned domains. In the OpenMP/MPI hybrid parallel programming model, multithreading by OpenMP is 
applied to each partitioned domain. The reordering of cells in each domain allows the construction of local 
operations without global dependency in order to achieve optimum parallel performance of IC operations in 
multigrid processes. Reverse Cuthill-McKee (RCM) reordering facilitates faster convergence of iterative 
solvers with ILU/IC preconditioners than does traditional multicolor (MC) reordering, especially for ill-
conditioned problems, but leads to irregular numbers of vertices in each level set. The solution to this trade-off 
is RCM with cyclic multicoloring (CM-RCM) [8]. In this method, further renumbering in a cyclic manner is 
applied to the vertices reordered by RCM. In CM-RCM, the number of colors should be large enough to ensure 
that vertices of the same color are independent. 

2.5. CGA 

In [1], V-cycle multigrid processes were applied as shown in Fig. 3. In previous work [2], CGA was 
proposed, where operations for aggregation/disaggregation of MPI processes at 2) and 4) in Fig. 3 are done at 
a finer level. If we switch to a coarse grid solver at a finer level, more robust convergence and reduction of 
communication overhead are expected, even though the size of the coarse grid problem is larger than that of 
the original configuration. Furthermore, the coarse grid solver is multi-threaded by OpenMP and uses all cores 
on each MPI process, although only a single core on each node was utilized in [1]. In post-peta/exa-scale 
systems, each node may consist of O(102) cores. Therefore, utilization of these many cores on each node should 
be considered. Figure 4 shows an example of CGA. In this case, information of each MPI process is gathered in 
a single MPI process after computation at level=2. Thus, the stage of the coarse grid solver starts earlier than 
does the original case. CGA is not applied to flat MPI. 

 
 
 

 

 
 

Fig. 3. Parallel multigrid method with V-cycle [1] 

 
 
 
 
 
 
 
 
 

 
 

Fig. 4. Example of coarse grid aggregation (CGA), where information of each MPI process is gathered in a single MPI process after 
computation at level=2. 

1) Starting from finest level (level=1), a smoothing operation by IC(0), and restriction to coarser levels are applied. 
Operations at each MPI process are done by a parallel manner with some communication. 

2) At the coarsest level, information on each process is gathered into a single MPI process, and a “coarse grid 
problem” is formed. The size of this coarse grid problem corresponds to the number of MPI processes. 

3) (Coarse Grid Solver): A serial multigrid solver by IC(0) is applied for solving the coarse grid problem on a single 
core. 

4) After the coarse grid problem is solved, the results of the coarse grid solver are scattered to each MPI process. 
5) Starting from the coarsest level, prolongation to a finer level with smoothing at each level, is applied, until the 

finest level (level=1). 

PE#0

PE#1

PE#2

PE#3 “Multithreaded” multigrid procedure

level=1 level=2
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3. Sparse Matrix Storage Formats 

3.1. CRS and ELL 

Generally, computations with sparse matrices are memory-bound processes, because of the indirect memory 
accesses. Various types of storage formats have been proposed [9]. The compressed row storage (CRS) format 
is the most popular and widely used because of its flexibility. It stores only non-zero components of sparse 
matrices, as shown in Fig. 5(a). In the previous work [1,2], the CRS format was used. In the Ellpack-Itpack 
(ELL) format, the number of non-zero components of each row is set to that of the longest non-zero entry row 
of the matrix, as shown in Fig. 5(b). This format allows one to achieve better performance for memory access 
than CRS, but introduces extra computations and memory requirements, since some rows are zero-padded, as 
shown in Fig. 5(b). Generally, ELL is suitable for coefficient matrices derived from simple structured meshes, 
where the number of non-zero components at each row is almost fixed. 

 
 
 
 
 
 

 

Fig. 5. Sparse matrix storage formats. (a) Compressed row storage (CRS); (b) Ellpack-Itpack (ELL). 

3.2. Implementation of ELL with New Data Structure 

Although structured meshes are used in pGW3D-FVM, utilization of ELL is not straightforward. In 
pGW3D-FVM, each of the diagonal, lower triangular, and upper triangular components of the coefficient 
matrices are separately stored in different arrays for IC(0) smoothing operations. If reordering by coloring is 
applied, the number of lower/upper triangular components of each row may change. Moreover, the distributed 
local data structure of pGW3D-FVM may require significant extra computations by zero-padded components, 
as shown in Fig. 5(b). In Fig. 6, (a) and (b) provide the local data structure of pGW3D-FVM. The numbering of 
external cells on each distributed mesh starts after all internal cells in Fig. 6(a) have been numbered. In the 
structured mesh in pGW3D-FVM, the initial numbering is lexicographical. Therefore, each pure internal cell 
has three lower and three upper triangular components, as shown in Fig. 6(b). But, an internal cell on a domain 
boundary may have more than three upper triangular components, as shown in Fig. 6(b), because the IDs of the 
external cells are larger than those of the internal cells. The maximum number of upper triangular components 
may be six at internal cells on the domain boundary.  

 
(a)                                                                                                (b)    

 
 
 
 
 
 

 

Fig. 6. Local data structure of pGW3D-FVM. (a) Internal/external cells; (b) Upper/lower components of internal cells. 
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In the present work, the ELL format is applied to pGW3D-FVM. Cuthill-McKee (CMK) reordering is used, 
because CMK does not change the inequality relationship of the ID of each cell for the structured meshes used 
in pGW3D-FVM. Convergence of ILU/IC preconditioning by CMK is slightly worse than that of RCM. 
Moreover, at each level of CMK, pure internal cells and internal cells on the boundary are calculated separately. 
Because reordering on a same level (or color) does not affect convergence [8], computations related to upper 
triangular components such as the backward substitution process in IC(0) smoothing for internal cells on the 
boundary (6 upper components) are done first, then pure internal cells (3 upper components) are calculated. 

4. Results 

4.1. Overview 

The performance of the developed code was evaluated 
on up to 4,096 (65,536 cores) of the Fujitsu FX10. IC(0) 
smoothing was applied twice at each level, and a single 
cycle of ASDD was conducted at each smoothing 
operation. A single V-cycle operation was applied as a 
preconditioning process of each CG iteration. At the 
coarsest level, IC(0) smoothing was applied once. The 
following three types of OpenMP/MPI hybrid parallel 
programming models were applied, and the results were 
compared with those of flat MPI: 

 Hybrid 4 4 (HB 4 4): Four OpenMP threads for 
each MPI process, four MPI processes on each node 

 Hybrid 8 2 (HB 8 2): Eight OpenMP threads for 
each MPI process, two MPI processes on each node 

 Hybrid 16 1 (HB 16 1): Sixteen OpenMP threads 
for each MPI process, a single MPI process on each node. 

Moreover, two types of sparse matrix storage formats (CRS and ELL) were evaluated. CM-RCM reordering 
was applied to CRS, whereas CMK was used in ELL. 

4.2.  Comparison of CRS and ELL 

First, the effect of sparse matrix storage formats was on a single node of several computer systems, including 
Fujitsu FX10. RCM reordering was applied to CRS. The number of iterations until convergence for CRS with 
RCM and that of ELL with CMK were the same. Fig.7 shows the relative performance of the MGCG solver 
with ELL compared to that of CRS on a single node of the Fujitsu FX10, Intel Sandy-Bridge and the AMD 
Opteron (Magny-Cours), where the problem size for each core is fixed as 262,144 (=643). The MGCG solver 
with ELL is 1.22–1.25 times as fast as that with CRS, although ELL needed extra computations. Table 1 shows 
the results of the performance analyzer for Fujitsu FX10 [3].  Number of instructions is reduced by ELL. 

Next, the effect of reordering for CRS cases was evaluated using 4 nodes (64 cores) of Fujitsu FX10 for flat 

Table 1. Performance of MGCG solver for 262,144 cells (=643) with a single core of Fujitsu FX10 by a performance analyzer for FX10 [4]. 

 Memory Access Throughput Instructions Elapsed Time Operation Wait 
CRS 76.9% of peak 1.447 1010 6.815 sec. 1.453 sec. 
ELL 75.3% of peak 6.385 109 5.457 sec. 0.312 sec. 

Fig. 7. Performance of MGCG solver on a single node, 
relative performance of MGCG solver with ELL compared 
to that with CRS, Problem size/core= 262,144 (=643), 
based on elapsed time.
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MPI and OpenMP/MPI hybrid parallel programming models. The number of finite-volume meshes per core 
was 262,144 (=643), and therefore the total problem size was 16,777,216. In Fig. 8, (a) and (b) show the 
relationship between performance (computation time for linear solvers) and number of colors for each parallel 
programming model. CGA was not applied. Generally speaking, CM-RCM with 2 or 4 colors (CM-RCM(2) or 
CM-RCM(4)) provides the best performance of computation time per iteration, as shown in Fig. 8(a). This is 
because that cache is the most efficiently utilized in CM-RCM(2) for the structured finite-difference-type 
voxels used in pGW3D-FVM [1,2]. But, the number of iterations for convergence decreases as the number of 
colors increases, as shown in [1,2]. The optimum number of colors according to the elapsed computation time 
for CRS is 190 (flat MPI), 70 (HB 4 4), 75 (HB 8 2), and 100 (HB 16 1), as shown in Fig. 8(b). The 
difference between the performances of CRS and ELL is not so significant as cases with a single core, shown in 
Fig. 7, because of memory contention. The performance of MGCG with ELL decreases as the number of 
threads for each MPI process increases. Because ELL adopts CMK reordering, the number of colors is 
relatively larger than the optimum cases of CRS. Therefore, the overhead of OpenMP is more significant, if the 
number of threads for each MPI process increases. Finally, HB 16 1 with CRS (CM-RCM(100)) and HB 16 1 
with ELL are almost competitive; the performance of ELL is 15%–27%, which is better than that of CRS in 
other parallel programming models. 

          (a)                                                                                                    (b) 
                    

 

Fig. 8. Performance of MGCG solver on Fujitsu FX10, 16,777,216 meshes, 64 cores. (a) Computation time for MGCG solvers per each 
iteration; (b) Elapsed computation time for MGCG solvers without coarse grid aggregation (CGA).  

4.3. Weak Scaling 

The performance of weak scaling was evaluated by using 8 nodes (128 cores) and 4,096 nodes (65,536 
cores) of the Fujitsu FX10. The number of finite-volume meshes per core was 262,144 (=643); therefore, the 
maximum total problem size was 17,179,869,184 meshes. In the CRS cases, the number of colors for CM-
RCM reordering was set to 190 (flat MPI), 70 (HB 4 4), 75 (HB 8 2), and 100 (HB 16 1), in accordance with 
the results stated above. The performance of solvers using CRS, ELL, and ELL with CGA (ELL-CGA) were 
evaluated. In Fig. 9, (a) and (b) compare the performances of CRS and ELL on weak scaling using 4,096 nodes 
(65,536 cores) for HB 4 4 and HB 8 2 for evaluating the effect of switching level for a coarse grid solver in 
ELL-CGA. A 2-digit number in each label after a colon on the transverse axis of Fig.9 (a) and (b) indicates the 
number of iterations until convergence. In CRS and ELL, localized IC(0) smoothing with ASDD was applied to 
each MPI process if the level was smaller than the coarsest level. Because the coarse grid solver was performed 
on a single MPI process in ELL-CGA, the convergence provided by IC(0) smoothing is much more robust than 
that by localized IC(0) smoothing [2]. Although convergence is significantly improved by switching to a coarse 
grid solver at a finer level (i.e., smaller number of level), the problem size of the coarse grid solver is larger for 
switching at level=6, and the computation is rather expensive, as shown in Fig. 9. The optimum switching level 

スーパーコンピューティングニュース� Vol.�15,�No.�5　2013- 29 -



1272   Kengo Nakajima  /  Procedia Computer Science   18  ( 2013 )  1265 – 1274 

is “level=7” for both HB 4 4 and HB 8 2. Moreover, switching at “level=7” also provides the optimum 
solution for HB 16 1.  
(a)                                                                                                              (b) 

 

 

 

 

 

 

 

 

Fig. 9. Performance of MGCG solver on Fujitsu FX10 using 4,096 nodes (65,536 cores), total problem size: 17,179,869,184 meshes, 
comparison of CRS and ELL, effect of switching level for coarse grid solver in ELL-CGA. (a) HB 4 4; (b) HB 8 2.  

(a)                                                                                                              (b) 

 

 

 

 

 

 
 

Fig. 10. Performance of MGCG solver on Fujitsu FX10 using up to 4,096 nodes (65,536 cores), weak scaling: 262,144 (=643) meshes/core, 
max. total problem size: 17,179,869,184 meshes. (a) Number of iterations for MGCG solvers until convergence; (b) Elapsed computation 
time for MGCG solvers, CM-RCM (190): flat MPI with ELL (75): HB 8 2 with ELL, switching at level=7 for HB 8 2 with ELL-CGA. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 11. Performance of MGCG solver on Fujitsu FX10 using 4,096 nodes (65,536 cores), total problem size: 17,179,869,184 meshes, 
switching at level=7 for ELL-CGA cases. 
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Figures 10 and 11 provide the results of weak scaling. Improvement of the performance from CRS to ELL-
CGA is 13%–35% at 4,096 nodes. Switching at “level=7” was applied to all ELL-CGA cases. HB 8 2 with 
ELL-CGA provides the best performance at 4,096 nodes. Figure 11 shows that the ratio of the coarse grid 
solver is very large at 4,096 nodes in a flat MPI. This is because the initial problem size for the coarse grid 
solver is larger, and coarse grid problems are solved by a single core in flat MPI cases. In contrast, the size of 
the coarse grid problem is small and solved by 16 threads in HB 16 1.  

4.4. Strong Scaling 

Finally, the performance of strong scaling was evaluated for 
a fixed size of problem with 268,435,456 meshes 
(=1024 512 512) using 8 nodes (128 cores) to 4,096 nodes 
(65,536 cores) of Fujitsu FX10. At 4,096 nodes, the problem 
size per each core is only 4,096 meshes (=163). CM-RCM(16) 
was applied to the CRS cases. Figure 12 shows the 
performance of the MGCG solver. The performance of flat 
MPI with 8 nodes (128 cores) is 100%, and the parallel 
performance is 40%–50% up to 512 nodes (8,192 cores). HB 
16 1 with ELL-CGA provides slightly better performance than 
do the others at 4,096 nodes. Figure 13 and Table 2 show the 
performance at 4,096 nodes. ELL-CGA for the three hybrid 
parallel programming models improved the performance by 
20% for the number of iterations until convergence, and by 
40%–70% for the elapsed computation time. This effect is 
significant for reducing the time of the coarse grid solver. 

 
 
 
 

 
 

 
 
 
 

 

Fig. 13. Performance of MGCG solver on Fujitsu FX10 at 4,096 nodes (65,536 cores), strong scaling: 268,435,456 meshes 
(=1024 512 512), CM-RCM(16) for CRS cases. 

Table 2. Parallel performance of MGCG solver, strong scaling: 268,435,456 meshes, 4,096 nodes (65,536 cores), parallel performance 
based on the performance of flat MPI with 8 nodes (128 cores). 

 Flat MPI HB 4 4 HB 8 2 HB 16 1 
 CRS ELL CRS ELL-CGA CRS ELL-CGA CRS ELL-CGA 

Iterations until Convergence 57 58 58 46 63 49 63 51 
MGCG solver (sec.) 5.73 4.07 1.38 .816 1.13 .749 1.00 .714 
Parallel performance (%) 2.02 2.85 8.38 14.2 10.3 15.5 11.6 16.2 

Fig. 12. Performance of MGCG solver on Fujitsu FX10 
using up to 4,096 nodes (65,536 cores), strong scaling: 
268,435,456 meshes (=1024 512 512), parallel 
performance based on the performance of flat MPI with 
8 nodes (128 cores), CM-RCM(16) for CRS cases. 
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5. Related Work 

In [10], the performance of parallel programming models for algebraic multigrid solvers in the Hypre library 
[11] was evaluated on various multicore HPC platforms with more than 105 cores. The results show that threads 
of an MPI process should always be kept on the same socket for optimum performance to achieve both memory 
locality and to minimize OS overhead on the cc-NUMA architecture.  

6. Summary and Future Work 

The effect of a sparse matrix storage format on the performance of parallel MGCG solvers with the 
OpenMP/MPI hybrid parallel programming model was evaluated on up to 4,096 nodes of the Fujistu FX10 at 
the University of Tokyo. A new data structure for the ELL format was proposed and implemented for pGW3D-
FVM. The ELL format provided excellent improvement of memory access throughput, and the parallel 
multigrid solver using the ELL format with CGA provided excellent performance and robustness. The effect of 
the ELL format on performance was more significant for parallel programming models with a fewer number of 
threads on each MPI process, such as flat MPI and HB 4 4. The performance improvement from the original 
solver with CRS to the new one with ELL-CGA at 4,096 nodes was 13%–35% for weak scaling, and 40%–70% 
for strong scaling. We need to investigate further optimization for efficient communication of the code. 
Although the optimum switching level for CGA was derived through parameter studies, a method for automatic 
selection of the level is an interesting technical issue for future work. Development of the CGA by using 
multiple MPI processes is another technical issue for large numbers of processes on future architectures with 
smaller amounts of memory for each node. 
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